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Abstract

We study the effect of differences in survey frequency and medium on microenterprise survey data. We randomly assign enterprises to monthly in-person, weekly in-person, or weekly phone surveys for a 12-week panel. We find few differences across groups in measured means, distributions, or deviations of measured data from an objective data quality standard provided by Benford’s Law. However, phone interviews generate higher within-enterprise variation through time in several variables and may be more sensitive to social desirability bias. Higher-frequency interviews do not lead to persistent changes in reporting or increase permanent attrition from the panel but do increase the share of missed interviews. These findings show that collecting high frequency survey data by phone does not substantially data quality. However, researchers who are particularly interested in within-enterprise dynamics should exercise caution when choosing survey medium.
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1 Introduction

Researchers designing surveys must choose the interview frequency and medium that generate the optimal quality and volume of data given budget constraints. Alternatives to traditional in-person, low-frequency surveys are increasingly widely used. Phone surveys offer cost savings and the ability to reach mobile populations and to collect data during periods of conflict or disease.\textsuperscript{1} High-frequency surveys enable better measurement of short-term fluctuations and outcome dynamics.\textsuperscript{2} However, high-frequency or phone surveys may generate systematically different measurements. This might offset the advantages of richer, cheaper data. Experimental comparisons of data collected using different survey methods help researchers to evaluate these tradeoffs.

We run the first randomised controlled trial to compare microenterprise data from surveys of different frequency and medium. We study a representative sample of microenterprises in the city of Soweto in South Africa. We randomly divide them into three groups. The first group is interviewed in person at every fourth week for 12 weeks. This group is most similar to traditional panel surveys. The second group is interviewed in person every week for 12 weeks. We compare the monthly and weekly in-person groups to test the effects of collecting data at higher frequency, holding the interview medium fixed. The third group is interviewed every week by mobile phone for 12 weeks. We compare the weekly phone and in-person groups to test the effects of data collection medium, holding the interview frequency constant. All interviews use an identical questionnaire measuring 14 enterprise outcomes in approximately 20 minutes.

We find three main results. First, for most outcomes there are few frequency or medium effects on the means, on prespecified quantiles of the distribution, or on the frequency of outliers. There

\textsuperscript{1}For examples, see Bauer et al. (2013), Dillon (2012), Pape (2018), Turay et al. (2015), and van der Windt and Humphreys (2013).

\textsuperscript{2}Researchers can use high-frequency data to study volatility and dynamics in enterprise and household outcomes (Dupas et al., 2018; Collins et al., 2009; McKenzie and Woodruff, 2008), inform models of intertemporal optimisation in response to shocks (Banerjee et al., 2015; Rosenzweig and Wolpin, 1993), illustrate the time path of treatment effects (Jacobson et al., 1993), explore dynamic treatment regimes (Abbring and Heckman, 2007; Robins, 1997), or average over multiple measures to improve power (Frison and Pocock, 1992; McKenzie, 2012). High-frequency surveys also allow researchers to use shorter recall periods without sacrificing comprehensive time-series coverage (Beegle et al., 2012; Das et al., 2012; De Nicola and Giné, 2014; Heath et al., 2017). See Abebe et al. (2016), Beaman et al. (2014), Carranza et al. (2018), Dabalen et al. (2016), Franklin (2017), Leo et al. (2015), and Zwane et al. (2011) for other examples of high-frequency or phone-based surveys.
are no substantial differences for key outcomes like enterprise closure, profit, sales, costs, fixed assets, or numbers of employees. The largest difference is that phone surveys generate lower reported labour supply. This seems to arise because our in-person interviews take place at enterprises and disproportionately miss respondents who work few hours. Phone respondents also report holding less stock and inventory; transferring more money, stock, or services to the household; and using more often written records to answer survey questions. All outcomes with medium effects except the use of written records are “estimating outcomes,” high-valued outcomes where responses are likely to be estimates rather than precise counts (Blair and Burton, 1987; Gibson and Kim, 2007). We see no frequency or medium effects on our smaller list of “counting outcomes,” low-valued outcomes where respondents can feasibly give a precise answer by counting.

Second, objective indicators of data quality do not differ systematically between interview frequencies or media. We measure data quality by comparing the digit distribution in survey responses to Benford’s Law, a statistical regularity often used to test for data manipulation.3 No one method performs consistently better on this metric. We similarly find few differences between groups in a measure of internal consistency between survey answers: the difference between directly and indirectly elicited profit. These comparisons show that there are limited cross-sectional quality differences in data collected monthly or weekly, by phone or in person.

Third, however, we find phone surveys yield more dispersion in within-enterprise data through time than in-person surveys. Phone surveys yield lower one-week autocorrelations and higher within-enterprise standard deviations on roughly half our 14 outcomes, including some flow and some stock outcomes. We conclude that using phone or high-frequency surveys does not systematically raise or lower the quality of data used for cross-sectional or static panels models. However, researchers particularly interested in within-enterprise dynamics should exercise caution when choosing survey medium.

We also document four secondary results that may inform researchers’ choice of survey frequency and medium. First, autocorrelations are higher for outcomes collected at higher frequen-
cies, so the new information generated by additional surveys may be smaller when surveys are closer together in time. Second, phone surveys are cheaper than in-person surveys. Third, respondents miss a higher share of high-frequency interviews, but high-frequency interviews are still more likely to capture respondents in any month. Fourth, the few frequency effects on means and distributions we observe during our panel do not persist in an in-person endline survey we conduct several weeks later. This shows that higher-frequency surveys in this setting do not generate large persistent changes in behaviour or reporting. This may be useful for researchers interested in the data quality implications of conducting high-frequency panels with subsamples of a larger sample.

These findings come with two caveats. First, non-response in our sample is relatively high: we complete slightly more than half the scheduled interviews. This occurs partly because we imposed a maximum of three attempts to contact each respondent for an interview. This avoided a backlog developing across multiple weeks and kept the number of contact attempts consistent across methods. Patterns of non-response might differ in panels that take advantage of low phone costs to make more attempts. Second, our panel lasts for only three months with at most 12 interviews per respondent. More frequent interviews over a longer time period might induce different patterns in reporting, attrition or non-response.

Our results contribute to a literature in development economics exploring effects of survey frequency or data collection mode (Caeyers et al., 2012; Lane et al., 2006; Fafchamps et al., 2012). To the best of our knowledge, this and concurrent work by Heath et al. (2017) are the first papers experimentally comparing both survey frequency and medium in a developing country context. While we study microenterprises, our results may be relevant for other types of surveys. Some microenterprise outcomes correspond to outcomes in other surveys; for example, item-specific and total costs in a survey of small enterprises may behave similarly to item-specific and total expenditure in a household survey. A comprehensive mapping of our outcomes to outcomes in other types of surveys is outside the scope of this paper. Instead, we report outcome-specific information and allow the reader to decide if and how these map to their outcomes of interest.

A related literature uses experimental variation to test if different questionnaire designs, recall periods, or survey incentives affect reported outcomes, response rates, or data quality (Arthi et al., 2018; Beegle et al., 2012; Beaman and Dillon, 2012; Das et al., 2012; Dillon et al., 2012; Friedman et al., 2017; Gibson and Kim, 2007; Scott and Amenuvegbe, 1991; Stecklov et al., 2017).
Our work also relates to research on survey media in household surveys and opinion polls, mostly from the US. We find that survey medium has limited effects on reported outcomes, consistent with De Leeuw (1992), Groves (1990), Groves et al. (2001), and Kör mundi (2001). Unlike these studies, we find that response rates do not differ by medium. This difference may occur because we analyse medium effects in a panel that has been recruited in person, while the US studies often analysed medium effects in “cold-called” cross-sectional samples. Like this work, we find evidence consistent with higher social desirability bias in phone interviews (Holbrook et al., 2003). Phone respondents, whose actions cannot be seen by enumerators, are more likely to report using written records to help them answer our survey questions.

Our work also relates to the literature on panel conditioning, which shows that being surveyed or being surveyed more frequently sometimes changes behaviour (Beaman et al., 2014; Crossley et al., 2017; Stango and Zinman, 2014; Zwane et al., 2011). We find little evidence that differences in interview frequency over our three-month panel generate persistent changes in reported outcomes. This may arise because we study enterprise outcomes that are already salient to respondents. Bach and Eckman (2018) and Franklin (2017) similarly find no persistent effects of interview frequency on the already salient outcome of employment.

We describe the experimental design and data collection processes in Section 2 (and Appendices A and B). In Sections 3, 4, and 5 (and Appendices C – F), we present the three main results of the paper: frequency and medium effects on respectively outcome means and distributions, data quality, and within-enterprise data patterns through time. Section 6 brings these results together to categorize outcomes based on the pattern of frequency and medium effects. Section 7 (and Appendices G – I) presents our four secondary results on autocorrelations, costs, non-response, and persistence. Section 8 concludes.

2 Sample, Experimental Design, and Data

2.1 Sampling and Randomisation

We work in Soweto, near Johannesburg, South Africa. This is a city of approximately 1.28 million people in 2011, of whom 99% are Black Africans. 41% of adults 15 and older engage in some
form of economic activity, including occasional work. 19% of households reported receiving no
annual income and another 42% reported receiving less than $10 per day.⁵

We recruited a representative sample of 1,046 households who owned eligible microenterprises
and lived in low-income areas of Soweto. We recontacted 895 of these households several months
later to complete our baseline survey. We describe the sampling scheme in Appendix A. We use
a common definition of microenterprises: enterprises with at most two full-time employees (in
addition to the owner) that do not provide a professional service (e.g. medicine). We excluded any
enterprise which did not operate at least three days each week, to exclude seasonal or occasional
enterprises where there would be limited intertemporal variation in outcomes.

Most of the 895 enterprises operated in food services (43%) or retail (32%). They were rela-
tively well-established (mean age seven years) and had a diversified client base (mean and median
client numbers of respectively 34 and 20, varying substantially by sector). However, they were rela-
tively small: 61% had no employees other than the owner and 28% had only one other employee.
Very few were formally registered for payroll or value-added tax, but 20% reported keeping writ-
ten financial records. The sample is similar to five microenterprise samples from the Dominican
Republic, Ghana, Nigeria, and Sri Lanka (De Mel et al., 2008; Drexler et al., 2014; Fafchamps
et al., 2014; Karlan et al., 2012; McKenzie, 2017), though our enterprises are slightly older and
more concentrated in food and retail/trade. Appendix Table A1 shows detailed summary statistics.

The enterprise owners’ households had mean monthly income of US$394 across all sources,
falling in the fourth decile for all households across South Africa.⁶ The households had an average
of 3.8 other members, with an interdecile range of 1 to 7. In 55% of households, the enterprise
accounted for half or more of household income and 63% of owners perceived pressure within
their households to share profits. Only 15% had less than some secondary education. All sampled
enterprise owners owned mobile phones.⁷

⁵Authors’ own calculations, from the 2011 Census public release data. We follow the terminology of Statistics
South Africa, which asks census respondents to describe themselves in terms of five population groups: Black African,
Coloured, Indian or Asian, Other, and White.
⁶We use an exchange rate of US$1 = ZAR10.28, the market exchange rate on the first day of data collection in
August 2013.
⁷87% of South Africans aged 18 or older own a mobile phone and the rate is higher in cities (Mitullah and Kama,
2013).
After a baseline survey, we divided the 895 enterprises into three data collection groups using stratified random assignment: monthly in-person interviews (298 enterprises), weekly in-person interviews (299 enterprises), and weekly phone interviews (298 enterprises). We describe the randomisation scheme in Appendix A and show in Table A1 that the groups are balanced on 38 of 40 measured baseline characteristics.

2.2 Survey Protocols

We conducted repeated interviews with each enterprise owner between March and July 2014. We attempted to survey microenterprises in the weekly group once per week for 12 weeks, in person or by phone. We attempted to survey enterprises in the monthly group three times every fourth week for 12 weeks, in person. We randomly split the monthly group into four, so 75 enterprises were interviewed each of weeks 1/5/9, 2/6/10, 3/7/11, and 4/8/12, providing a comparison group for each week when the weekly enterprises were interviewed.

We standardised all survey protocols across arms, except for the variations in survey frequency and medium we study. We used the same questionnaire in all rounds, which lasted roughly 20 minutes (see Section 2.4 for a detailed description). All respondents received similar incentives: a mobile phone airtime voucher worth US$1.17 transferred to their phone for every fourth interview they completed, as well as after the baseline and endline interviews. The maximum individual payment is 0.3% of mean annual household income, so income effects should be negligible. The incentives were designed to encourage participation, not to precisely equalise compensation for respondent time across arms. South African mobile phone users are not charged for calls received, so respondents pay no pecuniary cost for completing the surveys.

Enumerators surveyed the same enterprise each week or month to simplify tracking. We randomly assigned enumerators to data collection groups, conditional on languages spoken. We assigned two, eight and four enumerators respectively to the monthly in-person, weekly in-person

---

8We did not use real-time panel data consistency checks to query responses that changed a lot from previous weeks. However, Fafchamps et al. (2012) find that “the overall impact of these consistency checks on the full sample is rather limited.”

9We do not test the effect of variation in incentive size. See Singer and Ye (2013) for a review of research into survey incentives, response rates, and data quality.
and weekly phone groups. Enumerator age, gender, experience, and language are balanced across groups. Within each group, enumerators were assigned to enterprises to allow interviews in owners’ preferred language (English, seSotho, seTswana, or isiZulu) and to minimise enumerators’ travel time between enterprises.

Surveys were conducted at similar times of day, during working hours. Enumerators set up an appointment time to contact their set of respondents before the first repeated interview and tried to use that time each week or month for the remainder of the panel. Enumerators confirmed the time for the next interview at the end of each interview. Enumerator assignments are collinear with treatment groups. We used only 14 enumerators, so readers may be concerned that treatment and enumerator effects are confounded. However, differences in reported outcomes across enumerators appear small. Conditioning on enumerator fixed effects increases the centered $R^2$ by only 0.004 to 0.078 for our main specifications, except for three variables we discuss below. All our findings are robust to controlling for enumerators’ age, gender, experience, and language.

We conducted in-person interviews at the enterprises. If a respondent was scheduled to close their business, enumerators usually moved the interview to another day. All in-person interviews and 86% of phone interviews were conducted at the enterprise location (or respondent home for home-based enterprises). This difference highlights a useful feature of phone surveys – more flexibility in tracking respondents – but might induce differences in selection. We return to this issue in Section 3.

We also conducted an in-person endline interview with each enterprise owner at the enterprise location, 1-4 weeks after the repeated interviews finished. For this interview, we randomly re-assigned enumerators to enterprises. Because all enterprises are interviewed face-to-face for the endline, any differences observed in the endline data must be due to persistent frequency or medium effects from the repeated interviews.

2.3 Tracking Protocols

In this section, we describe our tracking protocols. We describe the patterns of non-response and attrition in Section 7.3 and Appendix H. We show in Section 3 and Appendices C – F that our main
results are robust to accounting for non-response.

We standardised our tracking protocol across groups to ensure that differences between groups reflect frequency and medium effects, rather than tracking effects.\textsuperscript{10} Enumerators made three attempts to contact each respondent in each scheduled week/month, as in some Living Standards Measurement Studies and Demographic and Health Surveys (Grosh and Munoz, 1996; McKenzie, 2015). The high frequency of our panel meant that we had to impose a maximum number of contact attempts. Some low-frequency panels continue to attempt to contact respondents for many months (Thomas et al., 2012). Few economic studies report detailed tracking rules so we cannot measure the prevalence of different tracking protocols.

Enumerators were supposed to complete second attempts later on the same day as the first attempt and third attempts 1-2 days after the second attempt. A contact attempt for the in-person groups meant a visit to the enterprise premises. A contact attempt for the phone groups meant talking to the respondent, so a missed call or talking to another person did not count as an attempt. After failing to interview a respondent on the third attempt, enumerators marked them as missing for that week/month. Respondents who missed an interview were always contacted in the next scheduled week or month (except if they asked not to be recontacted).\textsuperscript{11}

\subsection{2.4 Outcome Measures}

We used the same questionnaire for all repeated and endline interviews in all groups.\textsuperscript{12} The questionnaire covered both stock variables – replacement costs for stock and inventory and for fixed assets, number of employees, number of paid employees, number of full-time employees – and flow variables – total profit, total sales, nine cost items, hours of enterprise operation, money taken by owner, goods or services by other household members. The questionnaire also asked respon-

\textsuperscript{10}Stecklov et al. (2017) run a survey experiment adopting a similar strategy on non-response. We could have instead used group-specific tracking protocols that aimed to equate the response rate across groups. However, this would have required strong prior evidence about frequency, medium, and tracking effects on response rates.

\textsuperscript{11}We continued to interview respondents who closed or sold their enterprises using a different questionnaire. We did not track respondents who left the greater Johannesburg region, as we could only interview them by phone and did not want to break comparability between groups.

\textsuperscript{12}The questionnaire first asked if the respondent still operated their enterprise. If not, the questionnaire asked what happened to the enterprise and asked about the respondents’ current economic activities. Only 2\% respondents stopped operating their enterprise during the survey period so we do not analyse data on closed enterprises.
dents if they used written records during the interview and several tracking questions. At the end of the interview, the enumerator assessed whether the respondent answered questions honestly and carefully. We show summary statistics for all outcomes in Appendix B and questionnaires are available in the supplementary materials. All flow measures used a one-week recall period except hours of operation (last day) and sales (both last week and last 4 weeks). The two sales measures allow us to test if frequency or medium effects differ by recall period.

We elicit profits directly, following De Mel et al. (2009), using the question “What was the total income the business earned last week, after paying all expenses (including wages of any employees), but not including any money that you paid yourself? That is, what were the profits of your business for last week?” This measure is more computationally intensive for the respondent. We compare this to sales minus total costs as a measure of consistency in reporting.

Costs are calculated from nine cost subcategories for the previous week: purchase of stock or inventory, wages or salaries, rent and rates for the property where the enterprise is based, repayments on enterprise loans, equipment purchases, fixing and maintaining equipment, transport costs for the enterprise, telephone and internet costs for the enterprise, and all other enterprise expenses.

3 Few Frequency or Medium Effects on Outcome Means or Distributions

In this section, we estimate frequency and medium effects on reported mean outcomes and the distribution of outcomes. We pool observations through time across enterprises and do not yet examine patterns in within-enterprise outcomes through time. Most core enterprise outcomes do not differ by frequency or medium – enterprise closure, sales, costs, and various measures of employment – or differ by small margins in the upper tails – stock/inventory, assets, and profit. There are substantial frequency and medium effects on resources taken from the enterprise by the owner or her family and on hours worked, though the latter effect may be driven by medium-induced sample selection. Only medium effects on stock and inventory, hours worked and household takings survive corrections for multiple testing. Our findings do not differ by recall period and we find little heterogeneity in treatment effects by baseline covariates.
We estimate mean effects of interview frequency and medium using

\[ Y_{kit} = \beta_1 \cdot T_{1i} + \beta_2 \cdot T_{2i} + \eta_g + \phi_t + \varepsilon_{kit}, \]  

(1)

where \( Y_{kit} \) is an outcome variable, winsorised at the 95\(^{th} \) percentile; \( i, k \) and \( t \) index respectively enterprises, outcomes, and weeks; \( T_{1i} \) and \( T_{2i} \) are indicators for respectively the monthly in-person group and the weekly phone group; \( \eta_g \) is a stratification block fixed effect; and \( \phi_t \) is a calendar week fixed effect to capture common shocks.\(^{13} \) We cluster standard errors by enterprise and test \( \beta_1 = 0, \beta_2 = 0, \) and \( \beta_1 = \beta_2 = 0. \) In Appendix C, we adjust our results to account for multiple testing. We estimate sharpened \( q \)-values that control the false discovery rate across all outcomes (Benjamini et al., 2006).

We report the mean effects in Table 1, along with two measures of their reliability. First, we report minimum detectable mean differences to show that these comparisons are well-powered. The medians of the minimum detectable mean differences across the binary and continuous outcomes are respectively 8 percentage points and 0.06 standard deviations.\(^{14} \) Second, we estimate bounds on mean effects that adjust for differences across groups in response rates, following Lee (2009). The median bounds across all binary and continuous measures allow us to rule out differences of, respectively, 11 percentage points and 0.16 standard deviations. These bounds account for differences in response rates across groups but not for the high overall level of non-response and not for any systematic relationship between baseline covariates and non-response. In Appendix C, we show that the results in this section are robust to adjusting for non-response using inverse probability of non-response weights.

We estimate distributional effects of interview frequency and medium in two ways. First, we estimate the empirical CDFs by group and show the results of quantile regressions testing for differences at prespecified quantiles \( \{0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95\} \). We test for frequency

\(^{13} \)We prespecified trimming outcomes but we subsequently chose to winsorise to reduce the loss of information from real outliers. The trimmed and winsorised results are similar. We standardise all continuous outcomes to have mean zero and standard deviation one in the monthly in-person group. We do not standardise categorical and binary measures. The categorical variables seldom have values greater than one, so we discuss treatment effects on them in percentage point terms.

\(^{14} \)See Appendix D for an explanation of how we calculate minimum detectable effects using the observed experimental data. Note that MDEs calculated using our approach may be smaller than coefficient estimates from the sample data that are not significant at the chosen test size because we aim for 80%, rather than 100% power.
and medium effects at each quantile, using the false discovery rate to control for multiple testing across quantiles (Benjamini et al., 2006). Second, we examine effects on the outcome tails by constructing indicators for observations above the 95\textsuperscript{th} percentile and using these indicators as outcomes in model 1.\textsuperscript{15} These distributional measures are important for some research questions, such as analyses of high-performing or fast-growing enterprises.

We report all mean effects in Table 1 and summarize these results in Figure 1. We display CDFs and quantile test results in Figure 2 for outcomes with significant differences at any quantile and Figure A1 for all other outcomes. We report tail effects in Table 2.

There are no frequency or medium effects on means, distributions, or shares of outliers for half our outcomes: enterprise closure; number of total, full-time and paid employees; sales over two recall periods; total costs; and enterprise money kept by the respondent. There are small and marginally statistically significant frequency effects at some higher quantiles of two outcomes: fixed asset value and profit.

The few substantial differences we find are mostly medium, rather than frequency, effects. There are large medium effects but no frequency effects on two outcomes: phone respondents report working fewer hours and more often using written records to answer our survey. These are robust to corrections for multiple testing. The former effect is driven entirely by a higher probability of working zero hours. This result partly reflects selection induced by the location flexibility of phone surveys.\textsuperscript{16} 14\% of phone interviews were completed when respondents were away from their enterprises, while in-person interviews all took place at enterprises. 44\% of respondents interviewed away from their enterprises reported working zero hours the previous day, more than 20 percentage points more than respondents interviewed at their enterprises. This shows that phone interviews catch respondents who work fewer hours and were more likely to be missed by in-person interviews at enterprise locations. The higher self-reported rate of using written records by phone respondents is surprising given that they are less likely to be interviewed at the enterprise. The effect is also large, an increase of 9 percentage points from an 8 percentage point base, and

\textsuperscript{15}We focus on the right tails of the outcome distributions because all our measures are truncated below at zero and have substantial numbers of zeros. Results are similar when we focus on the top 10 or 1\% of the outcome distributions.

\textsuperscript{16}We thank the editor for suggesting this explanation.
Figure 1: Frequency and Medium Effects on Mean Outcomes

Panel A: Repeated Interviews

Coefficients are from regressions of each outcome, winsorised at the 95th percentile, on a vector of data collection group indicators, randomisation stratum fixed effects, and survey week fixed effects (repeated interviews only). Continuous outcomes are standardised to have mean zero and standard deviation one within survey week. Significance tests are based on heteroskedasticity-robust standard errors, clustering by enterprise (repeated interviews only). The lines for each variable show the minimum detectable differences (MDEs) between weekly and monthly in-person interviews in Panel A; the MDEs between weekly in-person and phone interviews are approximately 25% smaller. The MDEs are between weekly in-person and phone interviews in Panel B; the MDEs between weekly and monthly in-person interviews are approximately 5% smaller.
Table 1: Frequency and Medium Effects on Mean Outcomes in Repeated Interviews

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Operating</td>
<td>Stock &amp; inventory</td>
<td>Fixed assets</td>
<td>Profit</td>
<td>Sales last week</td>
<td>Sales last 4 weeks</td>
<td>Total costs</td>
<td>Profit check</td>
</tr>
<tr>
<td>Monthly in-person</td>
<td>-0.017</td>
<td>-0.079</td>
<td>0.004</td>
<td>0.039</td>
<td>-0.010</td>
<td>0.021</td>
<td>0.012</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>(0.010)</td>
<td>(0.040)*</td>
<td>(0.032)</td>
<td>(0.022)*</td>
<td>(0.025)</td>
<td>(0.025)</td>
<td>(0.028)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>Weekly by phone</td>
<td>-0.003</td>
<td>-0.087</td>
<td>-0.011</td>
<td>-0.019</td>
<td>-0.010</td>
<td>0.014</td>
<td>0.009</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>(0.006)</td>
<td>(0.029)**</td>
<td>(0.027)</td>
<td>(0.018)</td>
<td>(0.021)</td>
<td>(0.022)</td>
<td>(0.022)</td>
<td>(0.018)</td>
</tr>
<tr>
<td>Observations</td>
<td>4070</td>
<td>3989</td>
<td>3987</td>
<td>3986</td>
<td>3985</td>
<td>3987</td>
<td>3987</td>
<td>3984</td>
</tr>
<tr>
<td>All treatments equal (p)</td>
<td>0.262</td>
<td>0.011**</td>
<td>0.867</td>
<td>0.032**</td>
<td>0.880</td>
<td>0.677</td>
<td>0.882</td>
<td>0.248</td>
</tr>
<tr>
<td>MDE: Monthly in-person</td>
<td>0.029</td>
<td>0.091</td>
<td>0.075</td>
<td>0.051</td>
<td>0.057</td>
<td>0.059</td>
<td>0.057</td>
<td>0.044</td>
</tr>
<tr>
<td>MDE: Weekly by phone</td>
<td>0.023</td>
<td>0.073</td>
<td>0.060</td>
<td>0.039</td>
<td>0.045</td>
<td>0.047</td>
<td>0.045</td>
<td>0.034</td>
</tr>
<tr>
<td>Lee bound: Monthly in-person (lower)</td>
<td>-0.039</td>
<td>-0.125</td>
<td>-0.045</td>
<td>-0.002</td>
<td>-0.052</td>
<td>-0.023</td>
<td>-0.019</td>
<td>0.000</td>
</tr>
<tr>
<td>Lee bound: Monthly in-person (upper)</td>
<td>-0.013</td>
<td>0.175</td>
<td>0.163</td>
<td>0.157</td>
<td>0.125</td>
<td>0.144</td>
<td>0.156</td>
<td>0.148</td>
</tr>
<tr>
<td>Lee bound: Weekly by phone (lower)</td>
<td>-0.002</td>
<td>-0.116</td>
<td>-0.040</td>
<td>-0.041</td>
<td>-0.033</td>
<td>-0.001</td>
<td>-0.006</td>
<td>0.020</td>
</tr>
<tr>
<td>Lee bound: Weekly by phone (upper)</td>
<td>-0.001</td>
<td>-0.003</td>
<td>0.022</td>
<td>0.011</td>
<td>0.030</td>
<td>0.049</td>
<td>0.024</td>
<td>0.035</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Employees</td>
<td>Full-time</td>
<td>Paid</td>
<td>Hours yesterday</td>
<td>Money kept</td>
<td>Household takings</td>
<td>Honest</td>
<td>Careful</td>
</tr>
<tr>
<td>Monthly in-person</td>
<td>-0.019</td>
<td>0.023</td>
<td>-0.061</td>
<td>-0.029</td>
<td>-0.058</td>
<td>-0.078</td>
<td>0.152</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>(0.057)</td>
<td>(0.069)</td>
<td>(0.058)</td>
<td>(0.066)</td>
<td>(0.033)*</td>
<td>(0.031)**</td>
<td>(0.028)**</td>
<td>(0.030)**</td>
</tr>
<tr>
<td>Weekly by phone</td>
<td>0.026</td>
<td>-0.042</td>
<td>0.069</td>
<td>-0.447</td>
<td>-0.031</td>
<td>-0.167</td>
<td>-0.228</td>
<td>-0.164</td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td>(0.063)</td>
<td>(0.056)</td>
<td>(0.058)**</td>
<td>(0.030)</td>
<td>(0.029)**</td>
<td>(0.031)**</td>
<td>(0.030)**</td>
</tr>
<tr>
<td>Observations</td>
<td>3987</td>
<td>3984</td>
<td>3973</td>
<td>3987</td>
<td>3986</td>
<td>3986</td>
<td>4056</td>
<td>4056</td>
</tr>
<tr>
<td>All treatments equal (p)</td>
<td>0.736</td>
<td>0.620</td>
<td>0.096*</td>
<td>0.000***</td>
<td>0.201</td>
<td>0.000***</td>
<td>0.000***</td>
<td>0.000***</td>
</tr>
<tr>
<td>MDE: Monthly in-person</td>
<td>0.132</td>
<td>0.168</td>
<td>0.131</td>
<td>0.170</td>
<td>0.090</td>
<td>0.095</td>
<td>0.082</td>
<td>0.083</td>
</tr>
<tr>
<td>MDE: Weekly by phone</td>
<td>0.105</td>
<td>0.134</td>
<td>0.105</td>
<td>0.131</td>
<td>0.069</td>
<td>0.073</td>
<td>0.062</td>
<td>0.063</td>
</tr>
<tr>
<td>Lee bound: Monthly in-person (lower)</td>
<td>-0.081</td>
<td>-0.042</td>
<td>-0.126</td>
<td>-0.333</td>
<td>-0.125</td>
<td>-0.131</td>
<td>0.038</td>
<td>0.002</td>
</tr>
<tr>
<td>Lee bound: Monthly in-person (upper)</td>
<td>-0.254</td>
<td>0.359</td>
<td>0.213</td>
<td>0.202</td>
<td>0.155</td>
<td>0.160</td>
<td>0.226</td>
<td>0.200</td>
</tr>
<tr>
<td>Lee bound: Weekly by phone (lower)</td>
<td>0.015</td>
<td>-0.073</td>
<td>0.044</td>
<td>-0.621</td>
<td>-0.063</td>
<td>-0.209</td>
<td>-0.303</td>
<td>-0.229</td>
</tr>
<tr>
<td>Lee bound: Weekly by phone (upper)</td>
<td>0.131</td>
<td>0.064</td>
<td>0.171</td>
<td>-0.378</td>
<td>0.011</td>
<td>-0.026</td>
<td>-0.222</td>
<td>-0.144</td>
</tr>
</tbody>
</table>

Coefficients are from regressions of each outcome on a vector of data collection group indicators, randomisation stratum fixed effects, and survey week fixed effects. Continuous outcomes are standardised to have mean zero and standard deviation one in the monthly in-person group and winsorised at the 95th percentile. Owners who close their enterprises are included in regressions only for panel A column 1 and panel B columns 7 and 8. Heteroskedasticity-robust standard errors are shown in parentheses, clustering by enterprise. ***, **, and * denote significance at the 1, 5, and 10% levels.
Figure 2: Frequency and Medium Effects on Outcome Distributions in Repeated Interviews

Panel A: Stock & Inventory

Panel B: Fixed Assets

Panel C: Profit

Panel D: Hours Open Yesterday

Panel E: Money & In-kind Takings for Household

Panel F: Profit Check

Figure shows empirical CDFs of outcomes for which there are significant differences across groups at any prespecified quantile. Empirical CDFs for all other outcomes – sales last week, sales in the last 4 weeks, total costs, money kept by respondent, number of employees, full-time employees and paid employees – are shown in Appendix Figure A1. We use quantile regression to test for differences at each of the quantile shown on the $y$-axis. We cluster by enterprise (Parente and Silva, 2016) and use the false discovery rate (Benjamini et al., 2006) to control for multiple testing across quantiles. + indicates a medium effect: rejection of the null hypothesis that the coefficients for weekly in-person and phone interviews are equal. * indicates a frequency effect: rejection of the null hypothesis that the coefficients for weekly and monthly in-person interviews are equal. ++++/***, +++*/**, and ++* denote significance at the 1, 5, and 10% levels.
Table 2: Frequency and Medium Effects on Share of Outliers in Repeated Interviews

<table>
<thead>
<tr>
<th></th>
<th>(1) Operating</th>
<th>(2) Stock &amp; inventory</th>
<th>(3) Fixed assets</th>
<th>(4) Profit</th>
<th>(5) Sales last week</th>
<th>(6) Sales last 4 weeks</th>
<th>(7) Total costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly in-person</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-0.046**</td>
<td>-0.005</td>
<td>0.009</td>
<td>0.009</td>
<td>0.026</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.020)</td>
<td>(0.019)</td>
<td>(0.019)</td>
<td>(0.019)</td>
<td>(0.019)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>Weekly by phone</td>
<td>-</td>
<td>-0.044***</td>
<td>-0.022</td>
<td>-0.014</td>
<td>-0.018</td>
<td>-0.005</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.015)</td>
<td>(0.018)</td>
<td>(0.014)</td>
<td>(0.016)</td>
<td>(0.016)</td>
<td>(0.015)</td>
</tr>
<tr>
<td>Observations</td>
<td>-</td>
<td>3989</td>
<td>3987</td>
<td>3986</td>
<td>3985</td>
<td>3987</td>
<td>3987</td>
</tr>
<tr>
<td>All groups equal (p)</td>
<td></td>
<td>0.879</td>
<td>0.429</td>
<td>0.218</td>
<td>0.157</td>
<td>0.124</td>
<td>0.878</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>(8) Profit check</th>
<th>(9) Employees</th>
<th>(10) Full-time</th>
<th>(11) Paid</th>
<th>(12) Hours yesterday</th>
<th>(13) Money kept</th>
<th>(14) Household takings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly in-person</td>
<td>0.029</td>
<td>-0.011</td>
<td>-0.012</td>
<td>-0.017</td>
<td>0.017</td>
<td>-0.006</td>
<td>-0.039***</td>
</tr>
<tr>
<td></td>
<td>(0.018)</td>
<td>(0.017)</td>
<td>(0.011)</td>
<td>(0.015)</td>
<td>(0.018)</td>
<td>(0.014)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>Weekly by phone</td>
<td>0.019</td>
<td>-0.012</td>
<td>-0.000</td>
<td>-0.002</td>
<td>-0.008</td>
<td>-0.003</td>
<td>-0.063***</td>
</tr>
<tr>
<td></td>
<td>(0.013)</td>
<td>(0.015)</td>
<td>(0.013)</td>
<td>(0.015)</td>
<td>(0.012)</td>
<td>(0.013)</td>
<td>(0.012)</td>
</tr>
<tr>
<td>Observations</td>
<td>3984</td>
<td>3987</td>
<td>3984</td>
<td>3973</td>
<td>3987</td>
<td>3986</td>
<td>3986</td>
</tr>
<tr>
<td>All groups equal (p)</td>
<td>0.614</td>
<td>0.934</td>
<td>0.295</td>
<td>0.320</td>
<td>0.140</td>
<td>0.776</td>
<td>0.078</td>
</tr>
</tbody>
</table>

Coefficients are from regressing an indicator for being in the top ventile of the distribution on treatment indicators, randomization stratum fixed effects, and survey week fixed effects. Bootstrap standard errors from 1000 iterations are shown in parentheses, resampling by enterprise. ***, **, and * denote significance at the 1, 5, and 10% levels.

There are substantial frequency and medium effects on the means and distributions of two outcomes: stock/inventory and household takings of money/goods from the enterprise. For both outcomes, weekly in-person interviews yield higher winsorised means and more right-tail outliers than monthly in-person interviews or weekly phone interviews. However, only the medium effects are robust to adjustment for multiple testing (Appendix C). The stock/inventory effect is driven by a longer right tail for weekly in-person interviews. The lower stock/inventory value in the phone group might arise if respondents avoid reporting high values when enumerators cannot visually verify the values. The stock/inventory differences are only 0.08-0.09 standard deviations but this is large in value: roughly US$22 or 15% of mean winsorised stock/inventory value. The medium effect on household takings is driven by fewer zero values for weekly in-person interviews. This is predicted by enumerator fixed effects. This result is consistent with social desirability bias and lack of verifiability: respondents may report using written records to please the enumerator and phone interviews make this claim less verifiable. This is consistent with work from the US showing more social desirability bias in phone interviews (Holbrook et al., 2003). This outcome is not completely verifiable even for in-person interviews, as respondents can claim to have used written records to prepare before the interview.
consistent with a social desirability bias explanation: enumerators may directly observe household members taking/receiving money/goods from the enterprises during in-person interviews but not during phone interviews. This is also consistent with respondents in phone interviews understating household takings of goods because they have just reported a lower value of stock/inventory, noted above.

There are large frequency and medium effects on two binary variables: enumerators’ assessments of respondents’ honesty and carefulness. These may show that respondents are most engaged in low-frequency in-person surveys and least engaged in high-frequency phone surveys. But they may also reflect enumerators’ subjective impressions of the data collection methods. Consistent with the latter explanation, we find that enumerator effects, conditional on data collection method, strongly predict these two assessments. Enumerator assessments of the quality of a respondent’s answers are also weakly related to the objective data quality measures we discuss in Section 4. Hence we place low weight on these two outcomes.

We explore why frequency and medium effects may differ across types of outcomes by aggregating outcomes into two indices based on two strategies for answering questions (Appendix Table A6). Respondents may give an actual count for rare events or outcomes they can easily count (‘episodic enumeration’) but estimate for higher-frequency events or higher-valued outcomes (Gibson and Kim, 2007). We construct a counting index based on number of total, full-time, and permanent employees and an estimating index based on values of stock/inventory, fixed assets, profit, sales, costs, money kept for the owner, household takings, and hours worked. Both indices are inverse-covariance weighted averages of the underlying variables, following Anderson (2008).

We find no frequency or medium effects on the counting index. Previous work finds that reported counting measures may be sensitive to factors like the length of the recall period (Blair and Burton, 1987; Gibson and Kim, 2007). Our non-result for the counting index may occur because neither frequency nor medium changes respondents’ willingness and ability to count or because our only three counting measures are low-valued stock measures and require little counting. We find a large medium effect on the estimating index, which is 0.3 standard deviations lower for phone respondents. Half of this difference is due to the hours worked measure, discussed above.
Most of the remaining difference is due to stock/inventory and household takings, also discussed above. To the extent that respondents are estimating responses, their estimates are on average lower in phone-based interviews.

We are able to compare frequency and medium effects over different recall periods. Many survey responses are sensitive to recall periods: shorter recall periods can cause undercounting as they miss infrequent events, can cause overcounting as respondents compress events over a longer time period into the recall period (‘telescoping’), or can avoid undercounting as respondents forget fewer events in short recall periods (Beegle et al., 2012; Friedman et al., 2017). Theory does not provide a clear guide to how these factors differ by survey frequency and medium. Most of our flow measures use a one-week recall period. We measure one variable, sales, over both one- and four-week recall periods. We find that the relationship between the one- and four-week sales measures does not substantially differ by medium or frequency and neither frequency nor medium effects on the two sales measures are not significantly different. We report a more detailed analysis in Appendix C. For sales at least, our conclusions are not sensitive to the recall period used.

We test for heterogeneous effects by estimating Equation (1) with interactions between the group indicators and six prespecified baseline measures. We find limited evidence of heterogeneous interview frequency or medium effects on six dimensions: respondent education, score on a digit span recall test, score on a numeracy test, keeping written records at baseline, number of employees at baseline, and gender.\(^{17}\) Owners with better record-keeping capacity (had multiple employees or kept written records at baseline) or better numerical skills (education, digit recall span, and numeracy scores) are no more or less susceptible to interview frequency or medium effects. There are a few scattered differences – male respondents report holding more stock and taking more money from the enterprise for their own use when interviewed weekly, and there are some scattered differences in affect by medium. However, these differences are generally imprecisely estimated and do not follow a clear pattern. Given the number of dimensions of heterogeneity we test and the generally lower power of subgroup analyses, the heterogeneity we observe may simply reflect sampling variation.

\(^{17}\)For education, digit span recall, numeracy and the number of employees, we interact the group indicators with indicator variables equal to one for values above the baseline median.
4 Few Frequency or Medium Effects on Objective Data Quality Measures

Comparing outcome means and distributions by frequency and medium, as in Section 3, does not show which survey methods deliver higher quality data. We therefore examine two measures of data quality in this section. First, we compare the distribution of first digits in our data to a benchmark derived from Benford’s Law. Second, we compare direct and indirect measures of enterprise profit as a measure of internal consistency between survey answers. We find only small differences by frequency and medium in these two measures.

4.1 Comparing Data to Benford’s Law

Benford’s Law is a statistical regularity characterising variables in many datasets. Specifically, Benford’s Law states that the probability that the first significant digit (FSD) of a value, $j > 0$, is approximately $\log_{10}(1 + j^{-1})$. Data seldom exactly follow the distribution, but statisticians routinely use the distance between the actual distribution of FSDs and the distribution under Benford’s Law as a measure of data quality. See Judge and Schechter (2009) and Schündeln (2018) for examples comparing household surveys in developing countries to Benford’s distribution.

We use Benford’s Law to evaluate each continuous variable in our data in two ways. First, we calculate the difference between the observed FSD distribution in each data collection group and the distribution under Benford’s Law. This allows us to rank the ‘quality’ of data produced by each frequency and medium. Following Cho and Gaines (2007) we estimate the Euclidean distance between the distributions,

$$d = \sqrt{\sum_{j=1}^{9} (e_j - \log_{10}(1 + j^{-1}))^2}$$

where $e_j$ is the observed share of observations with FSD $j$ and rescale $d$ to have maximum value 1. Second, we test for pairwise equality of the FSD distribution between data collection groups. This allows us to test if differences in data quality are statistically significant between groups. We regress nine indicators for having FSDs 1, 2, . . . , 9 on data collection group indicators using systems estimation, clustering standard errors by firm. We then test if the nine coefficients on each group indicator jointly equal their values implied by Benford’s Law. We exclude categorical measures such as the number of employees as Benford’s Law does not generally hold for low-valued integer measures.

Our data follow Benford’s Law reasonably closely (Table 3, second panel). The 24 $d$-statistics,
Table 3: Comparing Each Data Collection Group to Benford’s Law

<table>
<thead>
<tr>
<th></th>
<th>(1) Stock &amp; inventory</th>
<th>(2) Fixed assets</th>
<th>(3) Profit</th>
<th>(4) Sales last week</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly = weekly ($p$)</td>
<td>0.57</td>
<td>0.01</td>
<td>0.89</td>
<td>0.19</td>
</tr>
<tr>
<td>Weekly = phone ($p$)</td>
<td>0.28</td>
<td>0.02</td>
<td>0.34</td>
<td>0.62</td>
</tr>
<tr>
<td>Monthly = weekly = phone ($p$)</td>
<td>0.19</td>
<td>0.00</td>
<td>0.29</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Panel B: Distance of first digit distribution from Benford’s Law

<table>
<thead>
<tr>
<th></th>
<th>(5) Sales last 4 weeks</th>
<th>(6) Total costs</th>
<th>(7) Money kept</th>
<th>(8) Household takings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly in-person</td>
<td>0.07</td>
<td>0.12</td>
<td>0.07</td>
<td>0.06</td>
</tr>
<tr>
<td>Weekly in-person</td>
<td>0.05</td>
<td>0.16</td>
<td>0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Weekly phone</td>
<td>0.05</td>
<td>0.08</td>
<td>0.06</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Panel A: Comparison of first digits across groups

<table>
<thead>
<tr>
<th></th>
<th>(5) Sales last 4 weeks</th>
<th>(6) Total costs</th>
<th>(7) Money kept</th>
<th>(8) Household takings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly = weekly ($p$)</td>
<td>0.43</td>
<td>0.60</td>
<td>0.51</td>
<td>0.36</td>
</tr>
<tr>
<td>Weekly = phone ($p$)</td>
<td>0.73</td>
<td>0.43</td>
<td>0.74</td>
<td>0.00</td>
</tr>
<tr>
<td>Monthly = weekly = phone ($p$)</td>
<td>0.22</td>
<td>0.59</td>
<td>0.16</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Panel B: Distance of first digit distribution from Benford’s Law

<table>
<thead>
<tr>
<th></th>
<th>(5) Sales last 4 weeks</th>
<th>(6) Total costs</th>
<th>(7) Money kept</th>
<th>(8) Household takings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly in-person</td>
<td>0.04</td>
<td>0.05</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>Weekly in-person</td>
<td>0.09</td>
<td>0.04</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>Weekly phone</td>
<td>0.05</td>
<td>0.02</td>
<td>0.11</td>
<td>0.17</td>
</tr>
</tbody>
</table>

This table compares distributions of first significant digits (FSDs). The first three rows report $p$-values from Wald tests that the distributions of FSDs are equal across data collection groups. These statistics are obtained by regressing indicators for each of the nine possible FSDs on group indicators in a system of equations, clustering standard errors by enterprise, and testing if the nine coefficients on each group indicator are jointly equal across groups. The final three rows report Euclidean distances (rescaled to be $\in [0,1]$) between the observed FSD distribution for each data collection group and the distribution under Benford’s Law, following Cho and Gaines (2007).

To contextualise this range, the statistic is bounded between 0 and 1 by construction and the $d$-statistics for developing country surveys reviewed by Judge and Schechter (2009) have interquartile range [0.05,0.13].

No single data collection group follows Benford’s Law more closely than the others (Table 3, first panel). We find substantial medium effects on fixed assets and household takings and a smaller frequency effect on fixed assets. The results for household takings should be interpreted with caution as this outcome is zero for most observations and only the positive values are used for the test against Benford’s Law. There are no significant differences across groups for the other six variables. The monthly in-person group is farthest from Benford’s Law for six of the eight variables but is never significantly farther than the weekly in-person group. Taken together, these results show that neither phone nor high-frequency interviewing leads to drops in data quality.

We also use Benford’s Law to show that enumerators’ assessment of respondents’ honesty and carefulness should be treated with caution. We estimate the normalised Euclidean distance between
the observed FSD distribution and the distribution under Benford’s Law separately for interviews where the enumerator classified the respondent as honest and not honest. We then test if the FSD distributions differ between interviews classified as honest and not honest. The ‘honest’ interviews do not generate data whose FSD distribution is closer to Benford’s Law. We repeat this exercise for interviews where the enumerator regarded the respondent as careful and not careful. The ‘careful’ interviews do not generate data whose FSD distribution is closer to Benford’s Law. These findings echo Judge and Schetchter’s evaluation of enumerators’ subjective assessments using Benford’s Law. This contributes to our skepticism of these subjective assessments as a data quality measure, first raised in Section 3. See Table A7 for detailed results.

Finally, we use Benford’s Law to show that data quality does not decline over the life of the panel. We split the sample into observations from the first and second halves of the panel, test if the FSD distribution differs between the first and second halves, and estimate the deviation of the FSD distribution from Benford’s Law in each half of the panel. The FSD distribution in the first half of the panel is not systematically closer to Benford’s Law for any of the three data collection groups. This result differs from related work by Schündeln (2018), who finds that data quality in a Ghanaian household survey declines as households are surveyed more often. Schündeln examines even higher-frequency interviews (up to 10 in a single month), so we should be cautious about generalising our result to higher frequencies. See Table A7 for detailed results.

4.2 Consistency Across Multiple Profit Measures

We examine one prespecified measure of reporting consistency within the survey, the difference between two profit measures. We directly elicit profit, sales, and costs, and use these to construct a ‘profit check’ outcome equal to the absolute value of (sales - costs) - profits.\(^{18}\) This is not a direct measure of reporting accuracy because we do not observe true profits. However, consistency across two ways of eliciting profits may indicate more accurate reporting, in line with psychometricians’ use of consistency across questions to measure construct validity (John and Benet-Martinez, 2014).

\(^{18}\)The correlation between directly measured profit and sales minus costs is 0.29, similar to most studies reviewed in De Mel et al. (2009). This correlation is highest for the weekly in-person interviews but does not significantly differ by interview frequency or medium.
We find limited evidence of frequency and medium effects on reporting consistency. There are no differences across groups in the profit check means (Table 1) or shares of outliers (Table 2), though the right tail of the distribution is higher in the monthly group (Figure 2). The latter result is consistent with the idea that high-frequency surveys raise data quality by allowing respondents to practice calculating or estimating profit from sales and costs and hence avoid large discrepancies. This result does not persist after the repeated interviews end (see Section 7.4), casting some doubt on the practice hypothesis, although comparisons in the endline survey are also less well powered. There are also no differences across groups in the panel structure measures discussed in Section 5 except a slightly higher within-enterprise standard deviation of profit checks in the weekly phone group (Table A10). We conclude that the weekly in-person interviews deliver slightly more consistent measures of profits and (sales - costs), though the differences by frequency and particularly medium are small.

5 Phone Surveys Yield Higher Within-Enterprise Dispersion through Time

In Sections 3 and 4 above, we pool survey outcomes from different enterprises in the same data collection group to estimate group-specific means, distributions, and measures of quality. Researchers may also be interested in the behaviour of outcomes for the same enterprise through time. In this section, we examine the panel structure of outcomes within enterprises, using four measures of panel structure. We focus mainly on medium effects, as the monthly in-person surveys are too widely spaced to estimate frequency effects on some of these measures. We show that, on two of the four measures, phone surveys yield more dispersed data than in-person surveys. This difference is consistent with higher measurement error in phone surveys or better measurement of transient shocks in the phone surveys. We do show in Section 4.1 that this is not driven by greater fatigue-induced decline in data quality during the panel, as there is little evidence of fatigue-induced decline in data quality in either group.

First, we estimate one-week autocorrelations in outcomes and report these in Table 4. The autocorrelations are broadly consistent with the economic expectation that they should be higher for stock than flow measures: between 0.77 and 0.88 for stock measures such as assets and em-
Table 4: Panel Structure of Repeated Interview Data

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating</td>
<td>Stock &amp; inventory</td>
<td>Fixed assets</td>
<td>Profit</td>
<td>Sales last week</td>
<td>Sales last 4 weeks</td>
<td>Total costs</td>
</tr>
</tbody>
</table>

Panel A: Autocorrelations

| Weekly in-person | - | 0.873 | 0.829 | 0.628 | 0.750 | 0.764 | 0.713 |
| Weekly by phone | - | 0.665 | 0.861 | 0.473 | 0.589 | 0.737 | 0.555 |
| All groups equal (p) | - | 0.004 | 0.488 | 0.057 | 0.008 | 0.625 | 0.039 |

Panel A: Pr(reporting identical value for two weeks)

| Weekly in-person | 0.995 | 0.261 | 0.666 | 0.230 | 0.171 | 0.149 | 0.220 |
| Weekly by phone | 0.995 | 0.215 | 0.675 | 0.285 | 0.179 | 0.098 | 0.220 |
| All groups equal (p) | 0.956 | 0.123 | 0.747 | 0.054 | 0.767 | 0.020 | 0.994 |

Panel B: Pr(checking identical value for two weeks)

| Weekly in-person | 0.538 | 0.850 | 0.834 | 0.878 | 0.526 | 0.513 | 0.506 |
| Weekly by phone | 0.513 | 0.771 | 0.800 | 0.865 | 0.515 | 0.458 | 0.293 |
| All groups equal (p) | 0.758 | 0.050 | 0.523 | 0.726 | 0.840 | 0.420 | 0.011 |

Panel B: Pr(checking identical value for two weeks)

| Weekly in-person | 0.108 | 0.925 | 0.948 | 0.950 | 0.454 | 0.376 | 0.688 |
| Weekly by phone | 0.106 | 0.837 | 0.930 | 0.915 | 0.384 | 0.445 | 0.815 |
| All groups equal (p) | 0.907 | 0.000 | 0.211 | 0.021 | 0.029 | 0.033 | 0.000 |

Panel A: Autocorrelations are correlations between week t and t − 1 values for each measure, pooling observations across enterprises. Panel A standard errors in parentheses are from 1000 bootstrap iterations, resampling by enterprise. Panel B coefficients are from regressions of an indicator for no change in value between weeks t and t − 1 on treatment group indicators, stratification block fixed effects & week fixed effects. Panel B standard errors in parentheses are heteroskedasticity-robust and clustered by enterprise. The still operating outcome is omitted from the autocorrelation analysis because the measure has little variation, with mean = 0.98.

Employment counts; and between 0.29 and 0.76 for flow measures such as profit, sales, costs, hours worked, money kept, and household takings.

Autocorrelations are significantly lower in the phone than in-person group for six outcomes: stock and inventory, profit, sales in the last week, costs, total employees, and household takings. These include both stock and flow outcomes and both estimating and counting outcomes. This may reflect higher measurement error in the phone group or, potentially, more anchoring on past answers in the in-person group. We are not aware of any aspect of the survey administration that would induce more anchoring specifically in the in-person group, so suspect the higher intertemporal variation in the phone group reflects slightly higher measurement error.
Second, we report the group- and outcome-specific probabilities that respondents report identical values for two consecutive weeks in Table 4. This provides a test for differential anchoring on past answers by medium. The probability of reporting identical values two weeks in a row is 0.10-0.29 for flow measures such as profit, sales, and costs where we expect frequent changes. The probability is much higher, 0.67-0.93, for stock measures such as assets and employment counts. Stock/inventory behaves more like the flow than stock variables, consistent with the fact that most enterprises are very small retailers that may restock regularly. The probability is 0.38-0.82 for hours worked, money kept, and household takings because these outcomes have many persistent zeros. These results are in line with economic expectations that stock outcomes should be more persistent than flow outcomes.

The probability of reporting the same value two weeks in a row is significantly lower in the phone group for four variables: sales in the last four weeks, total employees, paid employees, and hours worked. The probability is higher in the phone group for three variables: profit, money kept and household takings. The latter difference is driven by the higher share of zeros for household takings in the phone group. On this measure of panel structure, neither medium generates consistently higher or lower dispersion across outcomes.

Third, we calculate the within-enterprise standard deviation through time for each outcome, estimate treatment effects on the standard deviations, and report these in Table A10. This is the only measure of the panel structure we construct for the monthly in-person group. Phone interviews yield higher standard deviations than in-person surveys on five of thirteen outcomes (four of which are robust to adjustment for multiple testing, as shown in Table A12) and lower standard deviations only for household takings, a measure dominated by zero values. In contrast, we do not find large or robust frequency effects on within-enterprise standard deviations. There are frequency effects on the standard deviations of only three of thirteen variables, these do not have consistent signs, and they are not robust to adjustment for multiple testing.

Fourth, we characterize the panel structure of one flow variable – log profit – and one stock variable – log capital stock – following Blundell and Bond (1998). We estimate dynamic panel models separately for weekly phone and weekly in-person groups, assuming an AR(1) structure.
on both error terms and using two lags for profit and four lags for capital stock. We fail to reject equality of the full set of parameters across the two groups. The full results are shown in Table A13. This exercise is driven by both the mean and panel structure of the outcomes, so it is possible that the lack of medium effects on the means offset any medium effects on the panel structure.

6 Classifying Outcomes Based on Interview Frequency and Medium Effects

Combining the results from Sections 3 – 5, we can divide outcomes into five categories. First, we see no frequency effects and at most small medium effects for enterprise closure, assets, profit, our profit consistency check, the number of full-time employees, and money taken from the enterprise by the respondent.\(^{19}\) Second, there are no frequency or medium effects on the mean or distributions of sales over both recall periods, costs, and the numbers of total employees and paid employees, but phone surveys do generate higher within-enterprise dispersion through time. These eleven outcomes are robust to the frequencies and media we evaluate from the perspective of estimating means, distributions, or average or quantile treatment effects. But the second group of variables are more sensitive to medium choices from the perspective of estimating within-enterprise dynamics.

Third, there is a substantial medium effect, robust to multiple test correction, on the use of written records: phone respondent are more likely to self-report using written records to complete the survey. The same respondents report using written records less often when we interview them in person after the panel ends (Section 7.4). This pattern is most consistent with social desirability bias and lower verifiability in the phone interviews. This suggests researchers asking questions subject to social desirability bias and medium-specific verifiability should be cautious about medium choices. Fourth, there is a large medium effect but no frequency effect on hours worked. As discussed in Section 3, this reflects selection from our in-person interviews disproportionately missing respondents who were seldom working at their enterprises. We view this as an advantage of phone surveys relative to in-person surveys, though allowing in-person interviews at flexible locations may also achieve this.

\(^{19}\)The value of fixed assets is difficult to classify. There are no frequency or medium effects on the mean and only small frequency effects on some quantiles of the distribution. But there are significant differences in digit distributions. The digit distributions for the two in-person groups are quite far from Benford’s Law.
Fifth, there are substantial frequency and medium effects on the values of current stock/inventory and money/stock/services given to the household (‘household takings’) although only the medium effects are robust to multiple test adjustment. Their means, distributions, share of outliers, and within-enterprise dynamics are all sensitive to frequency and medium. Household takings also has a digit distribution that differs substantially from Benford’s Law, though stock/inventory does not. It is unclear why these specific variables are the most sensitive. Both are estimating, rather than counting, measures but other estimating measures are less sensitive. Stock/inventory is a stock variable, with high intertemporal persistence, while household takings is a flow variable with most mass at zero and low intertemporal persistence otherwise. It is possible that household takings is subject to the same social desirability bias and differential verifiability as using written records. But we do not observe information about the presence of household members during the interview that might allow us to test this explanation.

7 Other Considerations when Choosing Survey Frequency and Medium

In this section, we discuss four remaining considerations for researchers choosing survey frequency and medium. First, we show that outcome autocorrelations are higher for very closely-spaced surveys — hence the precision gains from averaging multiple survey rounds are decreasing in survey frequency. Second, we document that phone surveys are substantially cheaper than in-person surveys. Third, we show that permanent attrition from the panel does not differ by survey frequency or medium, but that non-response in any given survey round is higher at higher frequencies. Fourth, we show that data collection at different frequencies or using a different medium does not have persistent effects on microenterprises or their owners after the panel has ended. We survey everyone in person at endline, holding the location and survey medium constant and randomly re-assigning enumerators to treatment groups, and find few differences in outcomes between treatment groups.

7.1 Precision Gains from Multiple Measures Are Lower at Higher Frequency

Researchers sometimes collect multiple measures of enterprise performance through time to improve precision by averaging out both transient real shocks and transient measurement error (McKen-
We show in this section that there are substantial precision gains from averaging high-frequency measures, especially flow measures, but that the precision gains are larger when measures are spaced farther apart.

We focus on two outcomes of particular interest to microenterprise researchers: profit and the value of fixed assets. Both have substantial intertemporal variation: the within-enterprise coefficients of variation through time have interquartile ranges of [0.72,1.41] for standardised profit and [0.17,0.82] for standardised assets. This variation may reflect transient real shocks of interest to researchers or transient measurement error. Our experiment is not designed to separate these explanations but our data quality checks in Section 4 suggest this is not entirely measurement error.

In Appendix Table A9, we show large precision gains from repeated measures, particularly for flow outcomes such as profit. Measuring profit and fixed assets two weeks in a row reduces outcome variance by respectively 22 and 8%, while measuring them four weeks in a row reduces outcome variance by respectively 33 and 12%.

These precision gains are slightly larger with longer gaps between measures. Measuring profit and fixed assets two months in a row, rather than two weeks in a row, reduces outcome variance by respectively 27 and 11%, instead of 22 and 8%. Measuring them four months in a row rather than four week in a row reduces outcome variance by respectively 40 and 16%, instead of 33 and 12%. Precision gains are larger with longer gaps because the 4-week autocorrelations are lower than the 1-week autocorrelations for most flow and stock measures. With a fixed budget, researchers gain more power by averaging over three measures a month apart than over three measures a week apart. This is stronger evidence of non-stationarity than in the enterprise datasets reviewed in McKenzie (2012). We may find more evidence of non-stationarity because we evaluate higher-frequency panel data relative to most of the literature.

7.2 Phone Surveys Reduce Costs

Phone interviews reduce our per-interview costs by approximately 25% and larger cost savings should be possible in other settings. We calculate costs by analysing the survey firm’s general

\footnote{These calculations use 1- and 4-week autocorrelations from pooling the weekly in-person and phone groups, shown in columns (7) and (8) of Appendix Table A9.}
ledger entries, which break expenditure down by date and purpose. We exclude the costs of the screening, baseline, and endline interviews (conducted in person for all respondents); fixed costs (e.g. office costs and management salaries); and equipment costs. Each completed phone interview cost US$4.76 while each completed in-person interview cost US$7.30 in the monthly group and US$6.12 in the weekly group. All costs are per successfully completed interview. More phone than in-person interviews were missed, so this approach overstates the relative cost per attempted phone interview.

Each completed phone interview, relative to a completed interview in the weekly in-person group, saved US$1.94 on enumerator transport and US$0.91 on enumerator salaries but cost US$1.21 more in airtime. The remaining cost differences are due to data capture and respondent incentives, which depend entirely on medium-specific response rates. See Figure A3 for detailed breakdown. Our cost savings are relatively low because we worked in a dense urban area with low transport costs and high airtime costs (roughly US$1.30 per 15 minute interview). Cost savings from phone interviews will increase as the time and expense of travelling between interviews increase and as the costs of calling mobile phones decrease.

7.3 High-Frequency Measures Risk Higher Non-Response but Not Higher Attrition

Both interview frequency and medium may in principle change respondents’ participation in interviews. We briefly outline differences in participation in this section and report more detailed results in Appendix H. We distinguish between two types of non-participation: permanent attrition and non-response. We define a respondent as a permanent attriter from round \( t + 1 \) if she is interviewed in round \( t \) but not in any round \( s \geq t \), including the endline interview. Roughly 20% of respondents attrit by week 12 of the panel. This rate does not differ by frequency or medium (Figure 3, Panel A).

We define non-response as missing an interview in a specific round. Non-response is fairly high: we completed 4070 of 8058 scheduled repeated interviews (51%). There are no medium effects on non-response or on the probability of completing any interviews (Figure 3, Panels C and D). There

\footnote{This is similar to the per-interview cost range of US$4.10 – US$7.10 for mobile phone interviews in a Dar es Salaam panel study (Croke et al., 2014).}
Panel A shows the fraction of respondents in each data collection group in each week $t \in \{1, \ldots, 12\}$ who are interviewed in at least one week $s \geq t$. This equals one minus the rate of permanent attrition in the panel. Panel B shows the fraction of respondents in each data collection group who are interviewed in each week. Note that the set of respondents in the monthly in-person group is different in weeks 1/5/9, 2/6/10, 3/7/11, and 4/8/12 due to the staggered start dates. Panel C shows the fraction of interviews completed by each respondent, separately by treatment group. The $p$-values for testing equality of this measure across groups are 0.045 for the monthly and weekly in-person groups and 0.187 for the weekly in-person and phone groups. Panel D shows the fraction of respondents that complete at least one interview, separately by treatment group. The $p$-values for testing equality of this measure across groups are 0.334 for the monthly and weekly in-person groups and 0.794 for the weekly in-person and phone groups.

is also little difference in the panel structure of responses: the autocorrelations in non-response in the weekly groups are -0.017 and 0.039 for, respectively, the in-person and phone groups ($p$-value of difference = 0.078), after conditioning on respondent-specific response rates. There is a substantial frequency effect on non-response. Respondents complete 6 percentage points more
interviews in the monthly in-person group than the weekly in-person group (Figure 3, Panel C). This difference occurs only in the first four weeks of repeated interviews (Figure 3, Panel A). This timing, and the fact that permanent attrition does not differ by frequency, shows that the frequency effect on non-response is not driven by survey fatigue or exhaustion.

Although respondents miss more weekly interviews, weekly interviews are more likely to find all respondents at least once in a given period. The fraction of respondents that are interviewed at least once in each $x$-week period is higher in both weekly groups than in the monthly group for all values of $x$ (Table A15). This presents a trade-off: weekly interviews deliver a higher volume of information, but this information may be less representative in some weeks. If the non-response in any one period is close to random, then the greater volume of information will more than offset the lower response rate in each week. We show in Appendix H that differences in non-response by frequency are weakly related to baseline characteristics and that the marginal respondents who are captured only by higher-frequency surveys are not systematically different to the inframarginal respondents who are captured by high and low-frequency surveys.

Non-response in our weekly panel is comparable to other high-frequency surveys with representative samples (e.g. Croke et al. 2014; Gallup 2012). However, non-response in our weekly panel is higher than in surveys of samples with revealed willingness to persist in panel surveys (e.g. Arthi et al. 2018; Beaman et al. 2014; Heath et al. 2017). This reflects a potential trade-off between high response rates in the panel and gathering a representative sample, though lower-frequency panel surveys are able to achieve both goals (e.g. Thomas et al. 2012). See Appendix H for more detail on these benchmarks.

7.4 Frequency and Medium Effects on Means Do Not Persist

We test if interview frequency or medium during the 12-week panel has persistent effects on data collected several weeks after the panel has ended. Persistent effects may occur for two reasons: survey methods may persistently change how respondents report real outcomes or may actually change real outcomes, potentially by changing behaviour through reminder or salience effects. We

---

22The coverage rate for monthly interviews is mechanically lower lower for $x < 4$. But the lower coverage rate in the monthly group over longer time periods is not mechanical and is informative.
expect that frequency effects are more likely than medium effects but we test for both. This issue is particularly important for researchers using high-frequency panels for a subsample of a broader survey sample who want to preserve comparability between the subsample and the full sample (e.g. Franklin 2017).

We conduct an endline survey one to four weeks after the panel ends, surveying respondents from all three groups in person and randomly re-assigning enumerators to respondents. Any differences in outcomes measured at this stage must reflect persistent effects of prior interview methods. We regress respondent-level outcomes on indicators for the monthly in-person and weekly phone groups, conditional on stratification block fixed effects and using heteroskedasticity-robust standard errors. We plot the estimates in Figure 1 and show the detailed results in Table A20.

We find few frequency or medium effects. We are powered to detect moderate differences: the median MDEs for binary and continuous outcomes are respectively 11 percentage points and 0.11 standard deviations. Monthly in-person and weekly phone respondents both report fewer employees than weekly in-person respondents, and weekly phone respondents report very slightly lower household takings and using written records less often. These differences are no longer statistically significant after adjusting for multiple testing (Table A22). These findings are not consistent with the most obvious prediction of a persistence model: frequency and medium effects during the panel should also be visible in the endline. Only the household takings result has the same sign during the panel and the magnitude in the panel is much higher. More generally, the estimated mean effects during the panel and in the endline are not similar. We have 34 mean estimates in total: phone and monthly estimates for each of 17 outcomes. The correlation between mean effects during the panel and in the endline across the 34 estimates is 0.004.

The largest persistent frequency and medium effects are on reported employment. This is driven by the share of respondents reporting zero versus one employees (Figure A4). This is a puzzling finding. It is unlikely that different survey methods induce large enough behavioural changes to shift real employment. It is possible that prior interaction with enumerators changes respondents’ understanding of the definition of employee, inducing a persistent change in how they respond to this question. But the employment differences are driven by full-time and paid employees, which
are easier to define than part-time or unpaid employees. Given that these effects are not statistically significant after adjusting for multiple testing, they may simply reflect noise.

How do we reconcile these results with prior research, discussed in Section 1, which shows that participation in panel interviews can change respondents’ behaviour, even over relatively short panels? A likely explanation is that behaviour change has been documented particularly in domains that are not already salient to respondents or where the surveys provide information about previously unknown options: small change management for enterprise owners (Beaman et al., 2014), savings and borrowing (Crossley et al., 2017; Stango and Zinman, 2014), water chlorination (Zwane et al., 2011), or participation in active labour market programmes (Bach and Eckman, 2018). When outcomes are already salient, such as whether a respondent has a job, being surveyed more frequently does not change reporting (Bach and Eckman, 2018; Franklin, 2017).

8 Conclusion

This paper reports the first randomised controlled trial to compare microenterprise data from surveys of different frequency and medium. To study a representative sample of microenterprises in Soweto, South Africa, randomly assigning enterprises to be interviewed in person each month, in person each week, or by phone each week.

We find three main results. First, we find few effects of frequency or medium on the means or distributions of reported outcomes. In particular, we find no substantial differences for enterprise closure, profit, sales, costs, fixed assets, or employment. We do find substantial medium effects on stock/inventory, money/goods/services given to the household, hours worked, and self-reported use of written records. Second, we use Benford’s Law to show that data quality does not differ systematically between survey frequencies and media. Third, we find that phone interviews generate higher within-enterprise dispersion through time for some flow and some stock measures.

We conclude that using phone or high-frequency surveys does not systematically raise or lower the quality of microenterprise data used for cross-sectional or static panels models. However, researchers particularly interested in within-enterprise dynamics should exercise caution when choosing survey medium. These results can help researchers choose the interview frequency and
medium that generate the optimal quality and volume of data given budget constraints. In particular, our findings suggest researchers can use phone surveys to reduce costs and high-frequency surveys to collect richer panel data that captures transient shocks and informs models of intertemporal optimisation without substantially reducing data quality.
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